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The evaluation problem

The  evaluation process concerns the retrospective 

analysis of interventions to support business and

management processes (private and public)

Decision makers need objective and automatic

results not dependent from researcher subjectivity

for what concerns research hypothesis, model

specification and estimation method



Potential outcome framework

Y ~ outcome

Z ~ treatment indicator

X ~ covariates ( pre-intervention )

CAUSAL QUESTION

What would have happened to those who, in fact, received the 
treatment if they not have received treatment?



Potential outcome framework

A causal effect is the comparison of the outcome that would
be observed with the interventions ( treatment ) and without
intervention, both measured at the same point in time ( D.
B. Rubin, R.P. Waterman, 2006)
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The essential role of assignment 
mechanism

If the assignment mechanism is not randomized,

without a model for how treatments get assigned 

to units, formal causal inference, as least using

probabilistic statement, is impossible. (Rubin,

1976, p.581)



























Potential outcome framework

Two fundamental aspects:

Potential outcomes and covariates are   

defined as scientific entities

A formal probabilistic model is defined to   

take into account the selection mechanism, 

the process that creates the missing and

observed potential outcomes.



The propensity score model

Propensity score represents a formal model for the assignment
mechanism, it explicitly defines the process that creates missing and
observed potential outcomes.

The propensity score was first established in the seminal paper by
Rosenbaum and Rubin (1983). Authors demonstrated that, given
some pre-intervention characteristics of units X, it is possible to

construct a de-conditioned indicator b(X) that allows  the comparison
between treated and control units with respect to an outcome
variable Y. They assume that conditioning on pre-intervention
observable covariates, we can take the assignment to have been
random.





Propensity score: assumptions

• Stable-unit-treatment-value-assumption (SUTVA)

The response of unit i to the treat Z does not depend on the
treatment given to unit j.

• Strongly ignorable treatment assumptions

It means that the non-treated and treated outcomes are
independent of the participation status, conditioning on the set
of variable X

• Common support

It means that all treated units have a counterpart on the
population of the non treated and anyone is a possible
participant
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Propensity score: key results

• Propensity score is a balancing score

treatment and control subgroups with the same scalar e (X) have 
the same distribution of all covariates entered in e (X), and thus 
the bias due to X has been controlled. 

The idea is that participants who have the same propensity score 
but who are in different conditions are comparable because the 
distributions of their covariates are balanced.

• Average treatment effect at e (X)
is the average difference between the observed responses in each 

treatment group at e (X)
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Propensity score is not known
and 

we have to estimate it!









The Data Mining approach
� Researchers and analysts don’t need any a priori 

hypothesis about variables distribution

� We can analyze high dimensional data in a easy 
way

� DM algorithms aim to minimize the complexity, 
the time and costs of elaborations

� It generates results easy to understand

The data miner produces a 
“black-box”, that is like an 
automatic tool, that aims to 
meet decision makers daily 
requirements, but in a flexible 
way (U. Fayaad, 2001)
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Data mining: key result
Data miners produce a “black-box”, that is like an 

automatic tool, that aims to meet decision makers daily 
requirements, but in a flexible way



Our proposal

� Our point of view: the Rubin Science Matrix is a 
multivariate data system 

� A probabilistic tool: the “Dependence detachée”

� It is possible to transform data using eigenvalues-
eigenvectors transformation

� Brigitte Escofier: conditional MCA (1988)

� Inertia decomposition: conditioned – no conditioned

� Tomas Aluja and others (2005) computes Between
/ Within in a CondMCA starting from the Burt table







Ou:





The inertia decomposition (1)



The inertia decomposition (2)



The inertia decomposition (3)







Average causal effect by clusters

� Used in subgroup analysis to detect 
treatment group heterogeneity 
(L.R.Peck,2005)

� According to a very fine clustering process 
on the de-conditioned coordinates we can 
compare, for each cluster, each non-treated 
individual with the cluster-benchmark 
treated individual



19-clusters partition



parti19=12

cond N
Lower CL

Mean Mean
Upper CL

Mean
Lower CL
Std Dev

Std De
v

Upper CL
Std Dev Std Err

1 16 0.2034 0.35 0.4966 0.2032 0.2751 0.4258 0.0688

2 14 0.4245 0.6513 0.8781 0.2848 0.3929 0.6329 0.105

Diff (1-2) -0.552 -0.301 -0.05 0.2658 0.335 0.453 0.1226

T-Tests

Variable Method Variances DF Valore t Pr > |t|

outcome Pooled Equal 28 -2.46 0.0204

outcome Satterthwaite Unequal 22.9 -2.40 0.0249

Equality of Variances

Variable Method Num DF Den DF Valore F Pr > F

outcome Folded F 13 15 2.04 0.1880

Average
causal 
effect

The brain reaction
to spot with 
testimonial
is 0.301 

higher than 
reaction to spot 

without 

testimonial



LaLonde data
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Conf interval for LaLonde data
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Main references (about our approach)

To be appear in CLADAG 
conference Proceedings, ed. 

Bock and others, 2010 

furio.camillo@unibo.it
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