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The evaluation problem

The evaluation process concerns the retrospective
analysis of interventions to support business and
management processes (private and public)

Decision makers need objective and automatic
results not dependent from researcher subjectivity
for what concerns research hypothesis, model
specification and estimation method




Potential outcome framework

Y ~ outcome

/ ~ treatment indicator

X ~ covariates ( pre-intervention )
CAUSAL QUESTION

4

What would have happened to those who, in fact, received the
treatment if they not have received treatment?




Potential outcome framework

A causal effect is the comparison of the outcome that would
be observed with the interventions ( treatment ) and without

intervention, both measured at the same point in time ( D.
B. Rubin, R.P. Waterman, 2006)

Each subject gets assigned one treatment and has a potential outcome

Outcome Outcome for Outcome for
exposed unexposed
Treat Y(1) Y(O0)
Exposed to OBSERVED MISSING
treatment :Z2=1
Unexposed to MISSING OBSERVED
treatment : Z=0




1 1 missing | observed
i T3 0 observed | missing
n 1 missing | observed

Table 4.1: Left: Information matrix; Center: assignment vector; Right: observed poten-
tial outcome




The essential role of assignment
mechanism

If the assignment mechanism is not randomized,
without a model for how treatments get assigned
to units, formal causal inference, as least using

probabilistic statement, is impossible. (Rubin,
1976, p.581)
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' Temporal stability and causal transience
' Unit homogeneity

~ Independence (of treatment selection and potential
outcomes)

(Holland, 1986; West et al., 2000)
















11 dll COVdI1ldlLEeS A = (A B LA P) ICLIALCU LO DOl
treatment assignment and potential outcomes are
observed. and

If the selection probabilities, given X, are strictly
between zero and one 0 < P(Z =1| X) <1 holds

then, potential outcomes are independent of treatment










Potential outcome framework

Two fundamental aspects:

Potential outcomes and covariates are
E defined as scientific entities

:> A formal probabilistic model is defined to
take into account the selection mechanism,
the process that creates the missing and
observed potential outcomes.




The propensity score model

Propensity score represents a formal model for the assignment
mechanism, it explicitly defines the process that creates missing and
observed potential outcomes.

The propensity score was first established in the seminal paper by
Rosenbaum and Rubin (1983). Authors demonstrated that, given
some pre-intervention characteristics of units X, it is possible to

construct a de-conditioned indicator H(X) that allows the comparison
between treated and control units with respect to an outcome
variable Y. They assume that conditioning on pre-intervention
observable covariates, we can take the assignment to have been
random.







Propensity score: assumptions

* Stable-unit-treatment-value-assumption (SUTVA)

The response of unit 1 to the treat Z does not depend on the
treatment given to unit j.

* Strongly ignorable treatment assumptions (v,,y,)1 z|x

It means that the non-treated and treated outcomes are
independent of the participation status, conditioning on the set
of variable X

e Common support 0<P(Z=1X)<1

It means that all treated units have a counterpart on the
population of the non treated and anyone i1s a possible
participant




Propensity score: key results

e Propensity score is a balancing score
X 1Zle(x)
U
P(z =1X,e(X))= P(Z =1le(x))

treatment and control subgroups with the same scalar e (X) have
the same distribution of all covariates entered in e (X), and thus
the bias due to X has been controlled.

The idea is that partic;pants who have the same propensity score
but who are in different conditions are comparable because the
distributions of their covariates are balanced.

e Average treatment effect at e (X)

is the average difference between the observed responses in each
treatment group at e (X)

E(v,,Y,le(X))= E(Y|e(X),Z =1) - E(Y]e(X),Z =0)







Propensity score Is not known
and
we have to estimate it!







Sort data according 10 estimated propensity score (ranking from lowest to highest).

Stratify all observations such that estlmated propen51ty scores within a stratum for
treated and companson unitg acs ; erence); e.g., start by dividing

units within each stratum are not signific :
1. If covariates are balanced between treated and comparison observations for all
strata, stop.

2. If covariates are not balanced fa 'wo ivide the str
and re-evaluate.
hodify the logit b

3. If a covariate is not balanced f
terms and/or higher-order terms of the covariate and re-evaluate.







The Data Mining approach

Researchers and analysts don’t need any a priori
hypothesis about variables distribution

We can analyze high dimensional data in a easy
way

DM algorithms aim to minimize the complexity,
the time and costs of elaborations

It generates results easy to understand

O O O 0O

The data miner produces a
“"black-box”, that is like an
automatic tool, that aims to
meet decision makers daily
requirements, but in a flexible
way (U. Fayaad, 2001)

boston




3.3 Limitation of propensity score estimation

Propensity score methods differ fro he sense that they do not re-
ut both PS matching methods and

- economists use a model for both the se

sconomic 2election

“ction process and
outcomes; whereas PS methods uge — i BTit mechanism.

hoice during the estimation
eduction and size of treat-
ment effect estimation:these ol variables, functional forms, model
assumptions, (see for example, W.Shadish, M.H.Clark, P.M.Steiner, 2008). When re-
searchers use parametric methods, they do not know the true parametric model, and
many different specification co

According to Ho et al. (208

use non parametric matching to avoic

we consider the PS as a lautology. fact, in order to
parametric modeling researchers must know the
parametric functional form of the propensity score equation. PS is a tautology also in
the sense that to be a balancing score, analysts must know a consistent estimate of the
true PS; but researchers know to have a conzistent estimate of the PS when matching on
the PS balances the covariates. Obviously, a wrong or not unique PS estimate will affect
all sub-sequent analysis based on the estimated PS. Sekhon and Grieve (2008) noted

that if the PS model is wrong then PS matching makes covariate balance worse, and



Data mining: key result

Data miners produce a “black-box”, that is like an
automatic tool, that aims to meet decision makers daily
requirements, but in a flexible way




Our proposal

[0 Our point of view: the Rubin Science Matrix is a
multivariate data system

0 A probabilistic tool: the "Dependence detachee”

[0 It is possible to transform data using eigenvalues-
eigenvectors transformation

Brigitte Escofier: conditional MCA (1988)
Inertia decomposition: conditioned - no conditioned

Tomas Aluja and others (2005) computes Between
/ Within in a CondMCA starting from the Burt table

O O O




1 1 missing | observed
i T3 0 observed | missing
n 1 missing | observed

Table 4.1: Left: Information matrix; Center: assignment vector; Right: observed poten-
tial outcome
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I. DEPENDANCE PARTIELLE ATTACHEE ET DEPENDANCE
PARTIELLE DETACHEE

A. Présentation des définitions de J.N. DARROCH

Soient X, Y,Z trois variables aléatoires discrétes et appelons
P, =PX=1i,Y=j,Z=%k),({=1..1,j=1..J,k=1..K)

il -y N
Pij. =}.. ijk » .' —S uk’ .k§Pi.k=§_,Pijk

H -
)
= Z Piix
1)

X et Y sont indépendants conditionnellement 3 Z si (1) est vérifié :
Vijk, Py =Py P /P g

(1)



II. ANALYSE FACTORIELLE DE LA DEPENDANCE DETACHEE

Ou:







The inertia decomposition (1)

Liotal = ZD(T)”% gll>+>. > millzi — g’
’ zef“(t)
=) > m g)' D™ (zf — g)
£ zefn(t)
= ZD(T) SHer—g)+ > m: Y. mi(zl—gg)'Dyt (k- g¢)
O
= Ibetween‘i‘fwém

(4.13)




The inertia decomposition (2)

(4.17)




The inertia decomposition (3)

4.8 Some properties of the de-conditioned space

As Eacofier (1988) has shown, the CORCO model has the same properties as the MCA:
e Constructing and projecting two spaces (K™ and R?) on their main principal axes.

e Duality and transition formula from units apace to variable space and vice versa

(the conventional barycentric formula hold)

e Equivalence with the analysis of a table like a Burt table where the contingency

tables are conditioned to T,

. . . . . Iwz 72
The bias elimination coefficient (BEC) BEC = Itjug




The bias elimination coefficient (BEC)

BEC = luithin (4.36)
Itotai

Then to determine how important is the inertia between with respect to the hypothetical
case of a random partition ([pesyeer. €quals zero), we need to conduct an hypotheais test.

We apecify the null hypothesis we would like to test as follows:

Hy  Lyisrirn = Lot = no dependence between covariates and selection into treatment
(4.37)
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Distribution of the inter and intra inertia in con-
ditional MCA

Josep Daunis-i-Estadella', Tomas Aluja-Banet? and Santiago
Thié-Henestrosa!
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Toetween ~ ':’_Q (4-41)

If the variables of study are independent, the degrees of freedom of the obtained 3
distribution are (I’ — 1)(J —@). When there is unknown association, they assume that:

XZT 1)(J—1
Ibetweem ~ (%__)(Q— ) (4.42)

which provides a larger confidence interval and hence a more conservative teat.




Average causal effect by clusters

Used in subgroup analysis to detect
treatment group heterogeneity
(L.R.Peck,2005)

According to a very fine clustering process
on the de-conditioned coordinates we can
compare, for each cluster, each non-treated
individual with the cluster-benchmark
treated individual




19-clusters partition




Average
causal
effect

Equal

28

-2.46

0.0204

Unequal

22.9

-2.40

0.0249

2.04

The brain reaction
to spot with
testimonial

is 0.301
higher than
reaction to spot
without

testimonial




LaLonde data













Conf interval for LaLonde data

X%T—i)(J—i),cx

N )

Ibetwem = (01

Ibetween:lzt:zk;;‘ _lzilzt:]:Zkﬂ]_l = 0.00579
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Main references (about our approach)

Assessing Balance of Categorical Covariates and To be a ppear in CLADAG
g::ii]s‘;::mg Local Effects in Observational conference Proceedings, ed.

Bock and others, 2010
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